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Proposal
The following Editor’s note was added to solution 7.5 when S2-166284 was agreed at the end of the previous meeting while not all aspects of it had been discussed:
“Editor's note:	The solution was updated based on S2-166284 although not all aspects of S2-166284 were fully discussed due to lack of time.”
Therefore, this document adds corrections for areas that could not be discussed due to insufficient time in the previous meeting. In addition, the paper adds an evaluation for the solution.
The following changes are proposed to be agreed.
[bookmark: _Toc399511925][bookmark: _Toc324232210][bookmark: _Toc326248701][bookmark: _Toc399743733][bookmark: _Toc248905717]* * * 1st Change * * * *
[bookmark: _Toc465679735]6.7.5	Solution 7.5: Control Plane Interconnection model with a Data Layer
Editor's note:	The solution was updated based on S2-166284 although not all aspects of S2-166284 were fully discussed due to lack of time.
This is a solution for key issue #7 and key issue #9.
The main principle of this solution is to store (expose) UE related context data to a data layer. This can include both near real-time storage of structured data and opaque data.
It addresses Key Issue #7 as it impacts how Network functions interact with each other.
It addresses Key Issue #9 as it impacts how and what data can be exposed within MNO domain and to 3rd party.
[bookmark: _Toc465679736]6.7.5.1	Architecture description
[bookmark: _Toc465679737]6.7.5.1	Reference model
This solution assumes the following reference model for non-roaming and roaming Data Layer interconnection model.


Figure 6.7.5.1-1: Non-roaming Data Layer interconnection model


Figure 6.7.5.1-2: Roaming Data Layer interconnection model



Figure 6.7.5.1-3: Data Sharing between Core Network Nodes
NOTE: The location and component(s) of the Data Layer(s) is up to deployments to decide.
It should be noted that access to Context Data and Subscriber Data have different characteristics in terms of expected location, frequency of data access etc. While the subscriber data can be placed in a centralized location (e.g. NG SDM/HSS), context data (context data for a certain network function) should be placed close to the network function to reduce latency for data access and to meet the necessary performance criteria. Data may be stored in a distributed or centralized manner. The data can be replicated across multiple locations transparently for the application. If context data is placed close to a network function for performance criteria reasons, then context data for this network function (e.g. CCF) can only be exchanged via the data layer if the involved functions (e.g. two CCFs) are both located close to the data layer.
Editor's note: The data replication algorithm is FFS.

NG8:	Reference point between the Core Network Functions (e.g. CCF, PCF) and the Subscriber Repository.
NGx:	Reference point between the Core Network Functions (e.g. CCF, PCF) and the Data Layer.
[bookmark: _Toc465679738]6.7.5.2	Architecture principles
Editor's note:	This clause will contain e.g., terminology, overview, architecture description of the solution.
Following are the architecture principles that are proposed for the control plane interconnection model:
1.	The solution supports distributed and near real time storage of data as primary or secondary storage, both for structured and opaque data.
2.	NFs require direct message centric interfaces with other NFs in addition to data centric interface via the Data Layer. This statement implies that messages can be exchanged (e.g. create session request, update session request) via network functions with direct interface.
3.	Network functions store UE context into data repository. It is assumed that UE context such as UE MM, Security context information (e.g. context information exchanged via messaging as part of the EPC architecture) may be shared across network functions.
4.	Allows any Network function to use the single interface (i.e. the same service with one interface) provided by the data layer. So even if a new Network function is being introduced, the single interface exposed by data layer can be re-used (without having to introduce a new interface for new network function).
Following are some assumptions on the type of contexts. There are two types of contextsTwo separate contexts are stored into the data layer:

1)	Context used for NF resiliency: Certain network function (e.g. MMF) can store the UE contexts in the data layer in order to support network function resiliency. In this case, Network function reads the context at the beginning of MO/MT procedure, marks itself as the serving network function for the given UE and updates the context in the data layer upon completion of the procedure.
Editor’s note: Why this approach increases resiliency (specifically given that network functions are often not stateless since synchronization happens only at the end of the transaction or even later due to caching as described in the next section) is FFS. In addition, how fail-over and restoration can be supported while a network function holds state (which may be a longer period since the state is only synchronized at the end of the procedure or even later due to local caching is FFS).
Editor’s note: How to handle cases where two network functions of the same type mark themselves as the serving network function in the Data Layer (e.g. if the Data Layer is replicated and both network functions are connected to different copies of the database is FFS). Either the Data Layer internal synchronization algorithm needs to be specified (so that it can be relied upon to address this scenario) or 3GPP needs to specify how these race conditions can be avoided (e.g. by a roll-back mechanism in case two serving functions of the same type were accidently selected for the same UE and session).
2)	Context shared across NFs: Multiple network functions (e.g. MMF, SMF, PCF) may store some contexts in the data layer in order to support exposure functionality. In this case, storage of context is event driven depending on the type of context (e.g. upon UE reachability indication, ULI can be stored).
Editor's note:	In case two (or more) NFs interact by direct messaging (e.g. to send a create session request) and via the data layer (e.g. to send location information): how can it be ensured that the information transferred via the data layer reaches the target function before the direct messaging reaches the target function? Alternatively (if this cannot be ensured), it is FFS which information can be safely send via the data layer in parallel to direct messaging without causing race conditions, e.g. because the target function operates on this information such as PCF, which takes ULI into account for policy decisions).
Editor's note:	The solution illustrates user location information (e.g. TAI, Cell ID) , UE MM context can be stored and exchanged via Data Layer. Identification of all other information that can be exchanged via Data Layer is FFS. This also depends on the outcome of 5G architecture, relevant solutions (i.e. needed context transfer information) for Key Issues such as MM, SM, QoS. Network Slicing etc.
[bookmark: _Toc465679739]6.7.5.3	Function description
[bookmark: _Toc465679740]6.7.5.3.1	Data Layer (DL)
The Data Layer (DL) consists of session data. It provides the following services:
1)	distributed and near real-time storage of structured UE context such as MM, SM related context information (i.e. allowing the control plane function to create, read, update, delete their own data and subscribe to notifications upon data change);
NOTE: 	Two separate contexts are stored for the data that a network function needs for its own operation and the data that may be exposed to other network functions. 
2)	In addition, opaque data can also be stored by the network functions. The network functions can use data layer to store opaque data as a secondary storage and also optionally use it for primary storage. Whether the network function uses the data layer for primary storage for opaque data can be an implementation choice.
3)	The possibility of data sharing between same type of Core Network Functions as in Figure 6.7.5.1-1 and different type of Core network functions as in Figure 6.7.5.1-3; In the latter case, it is also assumed that only the network function that stored the data owns the data (e.g. a CCF creates, updates, deletes the own data such as ULI) and other network functions can access it or subscribe to notifications upon data change (i.e. PCF subscribes for ULI and reads the ULI information).
NOTE:	This data ownership rule implies that sharing of data across network functions of different type can only be used for data that is provided/modified by a single network function type only (e.g. ULI provided by MM function).
Editor’s note: Data exposure generally requires a Subscribe/notify mechanism so that e.g. PCF (and other functions) can subscribe to ULI updates from the AMF function. Why information exposed via such a mechanism also needs to also be stored is FFS.
4)	Provides two mechanism a unified way how for storing UE context and session context is stored across network functions (two separate contexts are written into the Data Layer). Note that This this also does not helps to avoid or reduce signalling incurred due compared to transfering/synchronization of data between Core Control Plane Functions. since the same amount of signalling is required for writing data into the state repository and from there to the target network function.
5)	Allows "compute" (Network function) to be decoupled from the "storage" (data layer) functionality thus improving the resiliency of a Network Function. Also Network function resources do not need to be used for idle UEs, e.g. the Data Layer can store UE contexts for a massive number of IoT devices and Network functions need only to be involved for the active devices.	Comment by Cisco_1: This does not require a data layer but can be done by any implementation internally.
6)	Helps ease the support for data analytics and network capability exposure.
7)	Data Layer exposes one interface for any network function that needs to leverage the services of Data Layer. This helps eases the introduction of new network functions as the same interface can be reused (and a new interface need not be introduced).

Editor's note:	In case NFs interact by direct messaging and via the data layer: how can it be ensured that the information transferred via the data layer reaches the target function before the direct messaging reaches the target function?
[bookmark: _Toc465679741]6.7.5.3.2	Core Control Plane Function (CCF)
This is a 3GPP defined network function capable for processing UE specific transactions.
Network functions can use direct message centric interfaces with other NFs in addition to data centric interface via the Data Layer. This statement implies that messages can be exchanged (e.g. create session request, update session request) via network functions with direct interface.
Following are some assumptions to ensure that there is no synchronization issue regarding contexts for NF resiliency:
1)	If the Network function uses the data layer for storing, updating and retrieving certain context information, then it always uses the data layer for storing and retrieving the corresponding context information.
Editor’s note: To which of the two contexts written into the data layer this statement applies is FFS.
2)	At the beginning of the procedure (triggered either by the UE (Uplink MO request) or the network (based on Downlink transaction), the network function reads the context information for the UE and stores its information as serving network function for the given UE.
Editor’s note: How to handle cases where two network functions of the same type mark themselves as the serving network function in the Data Layer (e.g. if the Data Layer is replicated and both network functions are connected to different copies of the database) is FFS. Either the Data Layer internal synchronization algorithm needs to be specified (so that it can be relied upon to address this scenario) or 3GPP needs to specify how these race conditions can be avoided (e.g. by a roll-back mechanism in case two serving functions of the same type were accidently selected for the same UE and session).
1)	When a procedure (e.g. complete attach procedure, Service request procedure) is being processed, the network function is assumed to store the UE context information within its cache. In other words, the network function is considered to store UE contexts when it is serving the UE (i.e. processing a certain procedure such as attach).
2)	Upon completion of the whole procedure, it can update the data layer with its context information and cancel the serving node information.
Use of data layer does not preclude NFs to maintain a "Context Information" Cache for Performance Optimization reasons within the network function. If it is using both the data layer and the cache, the network function shall ensure synchronization of context. Some NFs may support Data Layer Function, but additionally maintain a local cache for Sessin State storage, with a lazy flush into Data Layer for Performance Optimization reasons.
Editor’s note: The previous paragraph places a normative requirement on network functions while not illustrating how this can be achieved: How network function “ensure synchronization” of context in light of a local cache and a potentially distributed data base is FFS.
Editor's note:	How the stateless CCF is selected is FFS. How to ensure that the same CCF is selected for subsequent transactions from the UE/RAN or other network functions (while a previously selected CCF still holds state for the same UE is FFS.
[bookmark: _Toc465679742]6.7.5.4	Information exchange across different types of Network functions for capability exposure
These calls flows illustrate how Network functions exchange structured data across different type of Network functions. The call flows in this section make no assumption on whether network functions are stateless or not.
[bookmark: _Toc465679743]6.7.5.4.1	Capability Exposure to PCF, CEF
Two separate contexts are stored into the data layer, one of which solely for exposure of data. The data explicitly stored into the data layer for exposure Contents stored in the data layer can be leveraged to support network capability exposure (both within MNO domain, outside MNO domain) and to perform data analytics. This can include exposure of capabilities such as UE reachability, location of the UE, change in location of the UE of the UE, roaming status, success/failure of registration events, success/failure of PDU session establishments for KPI calculation etc.
Figure 6.7.5.3.6-1 shows the example call flow for a UE location being reported to PCF, CEF.
User Location (changes) are notified to the PCF, CEF (e.g. for exposure, for data analytics) via subscribe/notify procedure. Access to read/subscribe to User Location needs to be controlled by the VPLMN to enable a network entity from a particular PLMN to access the ULI of a particular UE under the control of the CCF and/or the data layer.
Context data stored in the data layer is meant for exposure (e.g. publication of ULI change) i.e. for the case where the producer of the information does not need an ack. Such data can be replicated in a central location and no synchronization issue is expected.
Editor’s note: Capability exposure will be supported by network functions as per the interim agreement for key issue anyhow. This does not require storing of exposed data since data is sent to the functions which have subscribed for e.g. ULI reporting updates using the notify mechanism anyhow. The benefit and need for storing all exposed data is FFS.

This call flow makes the following assumption:
1)	When CCF has an indication that it needs to provide User Location information, it stores the ULI information in the data layer whenever it gets a trigger (e.g. MO transaction, notification from RAN etc) that there is a change in User location information.
2)	When network functions such as PCF, CEF require this information, it subscribes for this information with the data layer.
3)	When Data Layer receives an update from CCF, it notifies the registered network functions (PCF, CEF)



Figure 6.7.5.4.1-1: User location Information subscription and notification
[bookmark: _Toc465679744]6.7.5.5	Information exchange across same types of Network functions
These calls flows illustrate how Network functions exchange structured data both within the same type of Network functions.
The network functions store UE context upon completion of a certain procedure. More specifically, it can be expected for the network function to store UE context information in the data layer based e.g. on the following triggers:
1)	Completion of registration (e.g. attach/TAU) procedure.
2)	When the UE transitions from active to idle mode (i.e. release of NG2/1 signaling connection).
3)	Completion of HO procedure
It is expected that the network function has the knowledge to determine the appropriate time for storing UE context information thus it can decide the optimal trigger for storing context information in the data layer.
Editor’s note: It is FFS how this can be supported and guaranteed for information exchange across network function implementations from different vendors.
NOTE:	Although some call flows in the subsequent sections assume CCF as a single network function, solution does not preclude a split CCF configuration. Even if the CCF is split into MMF, AUF and SMF, then the split network functions can share UE context via data layer.
[bookmark: _Toc465679745]6.7.5.5.1	Registration procedure
Figure 6.7.5.4.1-1 shows an example call flow of a UE initial registration (i.e. attach/TAU). In this example, as part of the previous registration, the old Core Control Plane Functions (CCF) stored UE context data (including subscription data downloaded from the SDM) in the Data Layer; the new and the old CCF share the context data via the Data Layer.


Figure 6.7.5.5.1-1: Registration Procedure
Figure 6.7.5.5.1-2 shows an example call flow of a UE initial registration (i.e. attach/TAU) when CCF is split into multiple network functions – MMF, AUF and SMF (SMF is not involved as part of this procedure thus not shown).
The call flow below makes the following assumption:
1)	Only MMF stores and reads the UE context to/from the data layer.
2)	MMF is not exposing UE context in the data layer for other network function.
Editor's note:	how the procedure works when multiple network functions (e.g. MMF, AUF) use the data layer is FFS.
Editor’s note: Given that it is an implementation decision for the CCF when to synchronize its state into the data layer (as per the previous section), it is FFS how it can be guaranteed that the old CCF has updated the context data before the new CCF takes over handling the UE session.



Figure 6.7.5.5.1-2: Registration Procedure with split CP functions
1.	The UE initiates the Registration procedure by the transmission of an Registration Request. The Message will carry appropriate information such as IMSI, IMEI or TempID to identify the UE.
2.	Upon reception of Registration Request message, the new CCF queries the Data Layer for the UE context data and marks itself as the serving node. The UE context data contains the UE MM context (such as last visited TAI, UE capabilities, DRX parameters), security related information (such as authentication vectors KASME, NAS Sequence number), subscription data downloaded from the SDM.
NOTE:	There is no Identification Request (Attach) nor Context Request (TAU) sent towards the old CCF, as the data will be retrieved from the Data Layer.
3.	If new authentication data is needed, then in steps 3a, 3b, 3c the new CCF sends Authentication Information Request to the SDM and receives Authentication Information Answer.
3d. Authentication and Security procedure is carried out.
NOTE:	There is no need to send a Update Location Request to the SDM.
4.	The new CCF updates the UE context data in the Data Layer.
Editor’s note: Given that it is an implementation decision for the CCF when to synchronize its state into the data layer (as per the previous section), it is FFS how it can be guaranteed that the old CCF has updated the context data before the new CCF takes over handling the UE session.
5.	The old CCF is notified about the change of CCF assuming old CCF was subscribed to such a notification.
6.	The new CCF sends a Registration Accept message towards UE to indicate successful Registration procedure.
7.	The UE acknowledges the reception of the Registration Accept message.
[bookmark: _Toc465679746]6.7.5.5.2	Handover Procedure
Figure 6.7.5.5.2-1 shows an example call flow of X2 (like) Handover. In this example, as part of the previous procedure (e.g. registration procedure), the source Core Control Plane Functions (CCF) stored UE context data (including subscription data downloaded from the SDM) in the Data Layer; the target and the source CCF share the context data via the Data Layer.


Figure 6.7.5.5.2-1: X2 (like) Handover
NOTE 1:	X2 (like) Handover would become possible even with a change of CCF, provided the target and source CCF share the context data via the Data Layer.
Figure 6.7.5.5.2-2 shows an example call flow for NG2 (like) Handover. In this example, as part of the previous registration, the source Core Control Plane Functions (CCF) stored UE related data (including subscription data downloaded from the SDM) in the Data Layer; the target and the source CCF can share the context data via the Data Layer.


Figure 6.7.5.5.2-2: NG2 (like) Handover
2.	The source CCF does not need to include the UE's context in the Forward Relocation Request (resulting in a much lighter message). Upon reception of the Forward Relocation Request message, the target CCF queries the Data Layer for UE's context for that specific UE.
NOTE 2:	There is no need to send a Update Location Request to the HSS FE.
Editor’s note: Given that it is an implementation decision for the CCF when to synchronize its state into the data layer (as per the previous section), it is FFS how it can be guaranteed that the old CCF has updated the context data before the new CCF takes over handling the UE session.

[bookmark: _Toc465679747]6.7.5.5.3	Service Request Procedure
Figure 6.7.5.5.3-1 shows an example call flow for a UE triggered service request.


Figure 6.7.5.5.3-1: Service Request
1.	The UE sends the Service Request towards the CCF encapsulated in an RRC message to the eNodeB. The RAN forwards the Service Request message towards the CCF.
2.	Upon reception of the Service Request message, the new CCF queries the Data Layer for the UE context data. The UE context data contains the UE MM context, security related information, subscription data downloaded from the SDM, PDN connections contexts as well as possible other parameters.
3a – 3c.	If new authentication data is needed, then in steps 3a, 3b, 3c the new CCF sends Authentication Information Request to the SDM and receives Authentication Information Answer.
4. If the optional Authentication and Security procedure has been carried out, then CCF updates the Data Layer. The new security context is may be sent to the Data Layer. at an arbitrary point in time.
5.	The new CCF sends Initial Context Setup Request message to RAN. The message contains UPF address and additional parmeters.
6.	The RAN performs the radio establishment procedure.
7.	The UE can send Uplink Data which are forwarded by the RAN to the appropriate User Plane entity.
8.	The RAN sends a Initial Context SetupComplete message indicating successful completion of the procedure and containing relevant parameters.
9 -10 The CCR sends Modify Session Request and receives Modify Session Complete.
11 The CCF updates the UE context in the Data Layer with the activated sessions at an arbitrary point in time,.

[bookmark: _Toc465679748]6.7.5.5.4	MMF Failover
Figure 6.7.5.5.4-1 shows the example call flow of a UE initiating signalling towards the Core Mobility Management Function (e.g. Mobility Management signalling) after a MMF failure.
The new MMF serving the UE (MMF 2 in the call flow) accesses the UE context data stored in the Data Layer and proceeds with the UE request successfully.


Figure 6.7.5.5.4-1: MMF Failover
The restoration procedures specified for EPC requires the capability for a restarted or alternative MME to store and retrieve UE context data (e.g. eDRX parameter negotiated with the UE, temporary identities, paging area, etc), see e.g. sub-clause 25.2.3 of 3GPP TS 23.007 [x]. As this is achieved by vendor specific means, operators may need to deploy different solutions and restoration scenarios cannot be supported between MMEs from different vendors.
Editor’s note: The need for supporting fail-over and restoration across vendors is FFS.
The Data Layer provides a uniform way for MMFs to store UE context data and to make them available to any other MMFs entities in restoration scenarios, thus allowing the continuation of the sessions and services provided to UEs after a CCF failure.
Editor's note:	How recovery and restoration can be supported while a network function holds state (i.e. before it writes its state to the data layer) for scenarios where multiple network functions are involved (e.g. as part of a procedure involving multiple network functions) is FFS.

[bookmark: _Toc465679749]6.7.5.5.5	Context Clean-up scenario
Figure 6.7.5.3.5-1 shows the example call flow of a UE context clean-up triggered by CCF.


Figure 6.7.5.5.5-1: Context Cleanup
[bookmark: _Toc465679750]6.7.5.5.6	Data Layer and Network slicing
When a deployment supports network slicing, data layer can either be shared across network slices or support isolation requirement for isolated network slices (based on operator policies). Whether the data layer is considered to be a shared or an isolated resource depends on the type of network slice scenario supported in the network.
[image: ]
Figure 6.7.5.5.6-1: Core Part of Network Slicing concept (Non-roaming scenario)
[bookmark: _Toc465679751]6.7.5.6	Stateless Network Function
In addition to structured UE context information, network function can also store opaque data in the data layer and become completely stateless. In this case, the trigger for storage, update and retrieval is implementation specific.
A network implementation based on Network Functions only relying on standardised state information and using the data layer as the primary and only storage for their state information (both standardized and opaque data) could enable the following example scenario illustrated below:
At first UE attach RAN selects a CCF in the selected slice based e.g. on load balancing algorithms, For subsequent transactions RAN routes the NAS signalling from the UE to a CCF in the serving network slice based on the NSSAI provided by the UE and according the same logic, e.g. based on load balancing algorithms. If the CCF is stateless in a slice that receives the NAS message, it will retrieve the user's Context Data from the Data Layer and will execute the transaction.
Editor's note:	Selection of stateless network functions needs to be further studied.
[bookmark: _Toc465679752]6.7.5.7	Solution evaluation
Editor's note:	This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
The solution proposes to store two copies of context data in a Data Layer: 
-	A first copy for passing information between network functions of the same type 
-	A second copy for exposing data across network functions of different type

Data sharing across network functions of the same type
The solution describes that context data for sharing across the same network function type can be locally cached by a network function (which means network functions are not stateless for a potentially long time) and may be written into the Data Layer at a point in time decided by each network function individually (i.e. at an arbitrary point in time). The latter means it cannot be guaranteed that the context data will be available for a different network function, e.g. during a hand-over or fail-over scenario. 
The solution places the normative requirement “the network function shall ensure synchronization of context.” onto network functions while not illustrating how this can be achieved. The network function is also assumed to have “the knowledge to determine the appropriate time for storing UE context information thus it can decide the optimal trigger for storing context information in the data layer”. It is not obvious that this can work in a multi-vendor environment, i.e. where the Data Layer solution would be used to support data exchange between the same type of network functions but from different vendors.
Furthermore, the solution proposes to use the data layer itself for storing the identity of the serving function. However, transactions can occur in parallel, which may lead to concurrent selection of e.g. an SM or AMF function for the same UE session. The solution does not describe how to handle cases where two network functions of the same type mark themselves as the serving network function in the Data Layer (e.g. if the Data Layer is replicated and both network functions are connected to different copies of the database). 
One way forward could be to standardize the Data Layer internal synchronization algorithm (so that it can be relied upon to address this scenario. Alternatively, 3GPP would need to specify how these race conditions can be avoided (e.g. by a roll-back mechanism in case two serving functions of the same type were accidently selected for the same UE and session).
In conclusion it can be said that data sharing across network functions of the same type as per the solution description does currently not support sharing of data across functions from different vendors and even has unresolved issues if used within a single implementation.
Data sharing for exposure
As per the interim agreements for key issue #7 it has been agreed that “the capability (s) of NFs are exposed as a service to other NF,” This already enables to expose information like ULI by means of a ULI reporting capability.
This reporting requires a Subscribe/Notify mechanism (as also needed for the Data Layer solution) but does not require storing of exposed data since data is sent to the functions directly which have subscribed for e.g. ULI reporting updates using the notify mechanism anyhow. There is no signalling benefit of involving the Data Layer compared to using a pure Subscribe/Notify mechanism (the signalling needed is exactly the same). 
One reason for storing exposed data could be to serve as a data warehouse for a data analytics solution. However, the Data Layer solution assumes to store all exposed data while only a small subset may actually be relevant for analytics. In other words, the solution unnecessarily drives up storage demand in mobile networks. 
On the other hand, an analytics function could simply also subscribe to the capabilities exposed by the network functions (e.g. ULI reporting). (Note that the reason for exposing capabilities was to also allow new/unforeseen functions to benefit from those capabilities in the future.) The benefit of this more selective approach would be that only data is fetched from the network functions and stored that are really required for analytics. Note also that nothing prevents an implementation to subscribe to all or selected exposed capabilities and to store the data locally into a data warehouse. 
In conclusion it can be said that data exposure (and analytics) are already supported by the existing agreement as per the interim agreements for KI#7 that “the capability (s) of NFs are exposed as a service to other NF”. Therefore, no additional solution is needed to address the same requirement.
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